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An unsteady finite volume procedure for conjugate bat transfer in flow network that
takes into account the longitudinal conduction thraigh the solid is presented. It uses a fully
coupled approach in which the governing equationsof solid and fluid are coupled through
solid to fluid heat transfer that is expressed as function of flow properties and temperature
of solid. As an evaluation of the proposed technigy a chilldown problem for a cryogenic
transfer line is formulated and solved. Test casanodeling transient flow of liquid hydrogen
(LH,) and liquid nitrogen (LN,) under saturated and subcooled liquid conditions e
presented. The effects of varying the inlet drivingpressure on the chilldown time and flow
rates have been evaluated. Increasing the drivingressure decreased the chilldown time and
increased the flow rate. Subcooling the inlet cryan further reduced the chilldown time.
Numerical predictions are compared with available gperimental data and are found to be in
good agreement. The proposed model captures the emsal features of conjugate heat
transfer and provides an efficient and robust way ér predicting chilldown of transfer line at

a low computational cost.

Nomenclature

A =  cross-sectional areadft

A = tube cross-sectional ared)(ft

a =  speed of sound (ft/s)

C =  specific heat of the fluid (Btu/lb °F)
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flow coefficient

specific heat at constant pressure (Btu/lb °F)
wave speed (ft/s)

diameter of the pipe (ft)

Darcy-Weisback friction factor

gravitational constant (32.174 |b-ft/45)
enthalpy (Btu/lb)

heat transfer coefficient (Btuffts °F)
mechanical equivalent of heat (=778 ft'Biu)
flow resistance coefficient @s?/(Ib-ft)%)
nondimensional rotating flow resistance co&ffit
thermal conductivity (Btu/(ft-s °F)

length of the tube (ft)

mass flow rate (Ib/s)

resident mass (Ib)

Nusselt number

Prandtl number

Reynolds number

number of branches

pressure (Hft?)

heat source (Btu/s)

heat transfer rate (Btu/s)

gas constant (#ft/Ib-R)

radius (ft)

heat source (Btu/s)

momentum source (Ib)

temperature (°F)

time (s)



V = volume (ff)

\ = fluid velocity (ft/s)

z =  compressibility factor

0 =  tube wall characteristic length (ft)
& =  surface roughness of pipe (ft)

o = density (Ib/ff)

@ =  specific volume, specific heat, or viscosity
Subscripts

f =  liquid state

g =  vapor state

[ = ithnode

ij = branch connecting nodeandj

i = jthnode

S =  solid node

sa = solid to ambient

sf =  solid to fluid

ss = solid to solid

u =  upstream

. Introduction

CONJUGATE heat transfer problem is a coupled, flstidicture, heat transfer problem where conductigst h
transfer in a solid wall interacts with fluid floand the convection heat transfer in fluid flow natets at the solid
boundary. Fluid network modeling with conjugatethiteansfer has many applications in aerospace ergimg and
others. In modeling unsteady flow with heat transiteis important to know the variation of wallngerature in
time and space to be able to calculate heat trafisfa solid to fluid. Since wall temperature iuaction of flow, a
coupled analysis of temperature of solid and flaidecessary.

In cryogenic applications, such as medical andepachnology, modeling of conjugate heat trandafigreat

importance. In space technology applications, cbipeediction of boil-off rate in propellant tan&ad chilldown of



transfer lines are of great engineering value. diperation of a cryogenic propulsion system, sucthase found in
spacecraft and missiles, requires transfer linkdciwn before establishing a steady flow of cryogdtuid between
various system components. The primary objectiveisool the line (Fig. 1) as fast as possible sdoaattain
homogeneous liquid transfer. When liquid cryogersaturation temperature begins to flow in a tubéiaily at
ambient temperature, the liquid instantly vaporinear the tube wall. Therefore, a cross sectiothefflow will
have an outer vapor ring with a saturated liquicecés the flow moves downstream, the liquid coreporates,
and the vapor becomes superheated. As the tube cwalk, the liquid core penetrates farther and bdyo
downstream. Eventually, the tube becomes filledh wdguid. Due to change in fluid density, the awgravelocities
are significantly higher in the vapor region of ttube. Prediction of chilldown time requires modgliof these
transient phenomena and understanding of how tifiegtdneat transfer from the tube wall to the flagiicryogen.

Several experimental and computational studieshefdhilldown of various types of transfer lines éeween
reported in the literature [1-12]. In [4], chilldovef an LN flow in a vertical tube was experimentally invgstied.
Experimental studies into the chilldown of a honita tube by an LM flow with low mass flow rates were
presented in [11]. In [10], experimental investigas into the heat transfer characteristics and ftegimes of
nitrogen and hydrogen were presented. In [6], aalyinoal model of the chilldown was presented untfex
assumption of constant flow rate, heat transfeffiodent, and fluid properties. In [7], a numericalodeling of a
one-dimensional chilldown process was presentedguaifinite difference method. In [5], a finite uohe-based
numerical modeling was presented for predictionttef chilldown of a cryogenic transfer line, basedyoon
transient heat transfer effects and neglectingl fttansient effects. Subsequently, it was extertdedclude fluid
transient effects in [8]. Conjugate heat transfelysis presented in [5] and [8] modeled the sotides in an ad hoc
manner in which conservation equations for solidewsolved at the beginning of each time step ardl so
temperatures were used to calculate heat transferet fluid node. Although successful comparisomwaifnerical
solution with analytical solution for a short tulvas reported in [5], the results presented in @8]& long tube did
not match the experimental data well. The mismascpartly due to the semi-coupled, fluid-solid h&ansfer
modeling and partly due to the fact that longitadiconduction between solid nodes was not accouoteid their
model.

The purpose of this paper is to present a fullypbed, fluid-solid network modeling for conjugateadéransfer

problems. In network modeling, the conservationatigms are first expressed in finite volume form donetwork.



Flow domain is discretized into a series of disemdes connected by branches. Each internal saamnected to
other solid nodes and the solid nodes are in tarmected to other solid nodes via conductors; gge2&. In this
framework, conservation equations for both solid #nids are solved simultaneously using an unstastwork
finite volume approach. The mass and energy coasiervequations are solved at the nodes, whereasemtom
conservation equations are solved at the brandiesenergy conservation equations for solid nodesalved to
determine the temperatures of the solid nodes smebusly with all conservation equations goverriaigl flow.
However, the simultaneous nonlinear system thaearin network flow modeling with conjugate heansfer can
be prohibitively large. Therefore, current implertaion of some fast algorithms for solving the yudiscrete
system of nonlinear conservation equations is ptese The numerical algorithms described in thipgpavas
implemented in a general purpose computer prog@angralized Fluid System Simulation Program (GFJ$8)
and was used to carry out the numerical experiments

The feasibility of the proposed network conjugatatiiransfer approach is shown in predicting thiddwn in
a long cryogenic transfer line. Two chilldown casegg LH and LN as the working fluid are studied. Numerical
predictions by the proposed approach are validayedomparing the results with the experimental stigations
reported in [9]. This experiment was initiated taracterize the thermal response of the transferdsing LH and
LN, as the fluids for several different conditions.eTéxperimental setup consisted of a 10.834400-L) supply
tank, an inlet valve, and a 200-ft- (60.96-m-) lomgh 0.75-in outside diameter by 0.625-in- (1.58-f inside
diameter vacuum-jacketed copper transfer line ékbtusted to atmosphere. Three different inletesalva 0.75-in
(1.91-cm) port ball valve, a 1-in (2.54-m) port lggovalve, and a 1-in (2.54-cm) port gate valve—wesed in the
National Bureau of Standards experiments. Theesdtof the pipe was open to the atmosphere thabDw@2satm in
Boulder, Colorado.

The unsteady network finite volume approach forjegate heat transfer is presented in Sec. Il. Cdatiounal

results and discussion are given in Sec. lll. Bn&8ec. IV presents some conclusions drawn froarstidy.

[I.  Finite Volume Formulation of Fluid Network

Governing Equations
Numerical modeling of the conjugate heat transfexcess in a cryogenic transfer line requires atiwluof

unsteady mass, momentum, and energy conservatiggtieqs in conjunction with thermodynamic equatiarfis



state. The finite volume formulation requires thaverning equations be written in a conservativenféor a flow
network involving boundary nodes, internal nodes] aranches; see Fig. 2a. The flow domain is diviohto a
discrete number of control volumes and the consiemv&quations of mass, momentum, and energy aesrdmed
for each control volume. At boundary nodes, pressand temperatures are prescribed. At internas)qatessures
and temperatures are computed by solving time-dip#mmass and energy conservation equations. Béamal
node is a control volume where there are inflow aotflow of mass and energy at the boundaries efctintrol
volume. Figure 1 shows a long pipeline connected tank with a valve placed at the beginning of pgigeline.
Flow in a pipe may be considered as a series afetss fluid nodes connected by branches. One boymiale
represents the tank, and the other boundary ngulesents the ambient where the fluid is discharged.

The discretization scheme assumes that the flawiven by the pressure differential between thdanepsn and
downstream nodes. This is known as the ‘staggetiddtgchnique that is extensively used in solviavier-Stokes
equations by the finite volume method [14]. Masd anergy conservation equations are solved antkenial nodes
in conjunction with thermodynamic equation of stdow rates are computed at the branches by gpiyia time-
dependent momentum conservation equation. Thisepsoof discretization allows the development of gkt of
conservation equations in an unstructured coordisgstem. Figure 2a displays a schematic showifaceat

nodes, their connecting branches, and the indesyisem used by the network solver.

Mass Conservation Equation

The mass conservation equation atithexode can be expressed as:

=2 o

Equation (1) requires that, for the transient foatian, the net mass flow from a given node musiate to the rate

of change of mass in the control volume.

Energy Conservation

The energy conservation equation for nadsehown in Fig. 2b, can be expressed following filet law of

thermodynamics and using enthalpy as the dependeiable. It can be written as
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Equation (2) shows that for transient flow, theeraf increase of internal energy in the controlwoé is equal to

the rate of energy transport into the control vatuminus the rate of energy transport from the cbmolume plus

any external rate of heat transfer from the sodiden(qSf ) The max operator used in Eq. (2) is known aspvind

differencing scheme and has been extensively eraglay the numerical solution of Navier-Stokes eiunat in
convective heat transfer and fluid flow applicaidh4]. When the flow direction is not known, tligerator allows
the transport of energy only from its upstream hea. In other words, the upstream neighbor infagsnits

downstream neighbor but not vice versa.

Momentum Conservation Equation
The flow rate in a branch is calculated from themaatum conservation equation which represents dlenbe
of fluid forces acting on a given branch; see Bay. Inertia, pressure, and friction are considandgtle conservation

equation. It should also be noted that the flow,re'qj , Is a vector quantity. A negative valuer'uﬂfsignifies that the

flow is directed from th¢th node to théth node:
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The two terms on the left side of the momentum ggoaepresent the inertia of the fluid. The firstm is the time-
dependent term that must be considered for unstealdulations. The second term is significant whiegre is a
large change in area or density from branch todiraihe first term on the right side of the momentequation
represents the pressure gradient in the branchs@tend term represents the frictional effect.tinicis modeled
as a product oKy, the square of the flow rate, and anéa. is a function of the fluid density in the branatdahe
nature of flow passage being modeled by the brak@r. a pipe with length L and diameter Dy Kan be

expressed as
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The Darcy-Weisbach friction factérin the definition of k is caculated from the Colebrook equation [20] whi
expressed as
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where ¢/D is the surface roughness factor and Re is thegn®ds number. The density and viscosity for the
Reynolds number are computed from quality, assurhérgogeneous mixture, to account for two phase.flbine
momentum conservation equation also requires kragelef the density and the viscosity of the fluihin the

branch. These are functions of the temperatures,paessures, and can be computed using the thermaody
property program in [15] that provides the thermmainic and transport properties for different fluids

Equation of Sate
Transient flow calculations require the knowled@eesident mass in a control volume. The residesssrin the

ith control volume is calculated from the equatiéstate for real fluids:

m=v 4

The compressibility factoz and temperaturé in Eq. (4) are calculated from the thermodynantagpprty program
[15] for a given pressure and enthalpy. The pressenthalpy, and resident mass in internal nodddtenflow rate
in branches are calculated by solving the fullypied, nonlinear system of Eqgs. (1), (2), (4), aBd fespectively.

There is no explicit equation for pressure. Thesguee is calculated implicitly from the mass comagon equation.

Phase Change
Modeling phase change is fairly straightforwardha present formulation. The vapor quality of sated liquid

vapor mixture is calculated from

X= .

Assuming a homogeneous mixture of liquid and vafiw,density, specific heat, and viscosity are aseg from

the following relations:
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wheregrepresents specific volume, specific heat, oros#y.

Energy Conservation Equation for Solid

In fluid-solid network for conjugate heat transfeolid nodes, ambient nodes, and conductors bepamef the
flow network. A typical flow network for conjugatieeat transfer is shown in Fig. 2b. The energy cwasien
equation for the solid node is solved in conjunctiath all other conservation equations. The enegyservation

for solid nodé can be expressed as:

mC T, - (mC T, s I Ny -
( p s)t+At ( p S)t - z qss+z qsf +z an+Si (5)
At js:l jf:l ja:l

The left-hand side of the equation representsafitthange of temperature of the solid nad&he right-hand side
of the equation represents the heat transfer fimenneighboring node and heat source or sink. Thé th@nsfer

from neighboring solid, fluid, and ambient nodes ba expressed as follows:

9=k, A, 14, (1 -10). (5a)
Ae =N, A, (ff” -Tsi)v (56)

and
s =M A, (rafa ‘Tsi)- (5¢)

The heat transfer rate can be expressed as a profdoenductance and temperature differential. ieductance

for Egs. (5a)—(5c) is



ki, Al
S

Ijg

CIJS:

Gy, =y A G, T AL (5d)

where effective heat transfer coefficients for dad fluid and solid to ambient nodes are expressed
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For the heat transfer coefficient specification wél neglect nucleate boiling and employ the moelifi

Miropoloski’s correlation [16] for two-phase flow :
Nu = h.D/k, ,
where

Nu = 0.023Reqni)°8 (Pr)>* (V),

where
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Re. = [PU_D][X{%J (1- x)] . Pry= (%] ,andY =1- 0.1[% —1]0.4 @-x)>*.

'ug 1 1

The neglect of nucleate boiling in cryogenic flowgth large initial wall superheat (difference inntperature
between the duct wall and the fluid at saturatigxpected to have only a minor effect on theralehilldown.
The reason for this is that film boiling remainswah to a relatively low superheat after most of toeling has
occurred. As a result, the amount of heat tranefmurring during nucleate boiling is relatively ainwhen
compared to the total heat transfer given the ahitemperature difference between the fluid andcstre.
Furthermore, since heat flux increases as peakflugas approached from minimum heat flux in filboiling, the
boiling curve passes through the nucleate boilagime very quickly.

It may be also noted that radiative heat transfed heat transfer to ambient have not been includethe
computations presented in this paper because of riegligible effect on chilldown of vacuum jackdteopper

transfer lines.

Nonlinear Discrete System Solvers

Conjugate heat transfer in network modeling presentunique coupling among the governing equations,
namely, the coupling among mass conservation, mamerconservation, and equation of state is strorigen
other equations such as the enthalpy equation erggrequation for solid. The lack of strong cougliamong
equations is exploited to devise a ‘divide-and-eageg strategy, whereby the equations that are nstrengly
coupled are solved in one set of equations andethations that are not strongly coupled in the rotfe of
equations. This strategy, as demonstrated in tipeeteleads to significant memory and computer tdaengs. The
continuity and momentum equations are rewritterhghat the pressures and flow rates can be estinzteach
node. Traditional network solvers [17,18] use a bioration of the successive substitution methodtaedNewton’s
method to solve the nonlinear systems. Newton’showetfor solving the nonlinear algebraic system is
computationally costly for large-scale flow netwgntoblems involving a large number of nodes andhtinas. The
major part of the computational complexity comesnfrthe computation and inversion of the JacobiatrirngA

Broyden’'s method was therefore employed for solthng discrete nonlinear system. In Broyden's metf#pti9],
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one replaces the inverse Jacobian matrix with talslei approximate inverse Jacobian matrix and @sddtas

iteration progresses. For solving a discrete nealirsystenfr(x)=0, the Broyden method can be stated as follows:
ComputeAxk = —Blle 6(") and update solution adtt = xK + AxK ,

whereB™ is the approximation to the inverse Jacobian maBtoyden’s method is fast and suitable for corimut
transient problems and problems that require coatiout in a long time interval; see [2] for more @kt The
inverse update procedure has the advantage ofavidito use Gaussian elimination to solve thealiredgebraic
system. An added advantage of this ‘divide-and-uorstrategy over the ‘all-at-once’ fully simultames strategy is
that the fixed point iterate can be used as th&lmguess for the Newton’s method, thus improwuimg convergence
characteristics of the Newton’'s method and thealatgorithm. In Sec. lll, four solvers will be pfemented on a
test problem involving conjugate heat transfer icrgogenic pipeline, namely, Newton, Newton-SS, yBlen, and
Broyden-SS. In the Newton solver, all the conséovmagéquations are solved by Newton’s method. InNe&ton-
SS solver, tightly coupled continuity, momentumd aquation of state are solved by Newton’s methudi the
energy equation is solved by the successive sutistit method. In the Broyden solver, all the comaton
equations are solved by Newton’s method, and inNk&ton-SS, tightly coupled continuity, momentunnda
equation of state are solved by Newton’s methode &hergy equation is solved by the successive itutirst

method.

. Results and Discussion

The verification and validation of the finite volenprocedure for the prediction of conjugate heatdfer in a
fluid network was performed by comparing the prédits with available experimental results for agamyogenic
transfer line model reported in [9]. Figure 1 sh@aschematic of the experimental setup, which stasif a 200-ft-
long, 0.625-in-inside diameter copper tube supphigch 300-L tank through a valve and exits to ttreasphere
(=12.05 psia). The tank was filled either with Lbr LN,. At time zero, the valve at the left end of thpepiwas
opened, allowing liquid from the tank to flow intee ambient pipeline driven by tank pressure.

Before applying the proposed conjugate heat trargfproach and the computer code to solve a rgabenic

chilldown problem, they were validated first by sillsting a conduction-convection heat transfer iciraular rod

12



between two walls. It was then used to simulatémle chilldown process in an LLHransfer line for a driving
pressure for which analytical solutions are avddablumerical predictions were compared with kncawalytical

solutions [2]. Validation results showed excellagteement, proving that the computer code is reliathe model
and computer code were then used to simulate y@genic chilldown process described in [9]. The etinal

model consisted of a 200-ft-long, 0.625-in-insidienteter copper tube. The initial tube temperaturethie

experimental measurements [9] varied slightly duevdriations in ambient temperature. As these datee not
reported in numerical form in [9], they were diglifaextracted from their plots and used in the catational model
as initial transfer line temperatures. Pressuthebutlet was set at 12.05 psia.

Figure 2c shows a schematic of the network flow ehdkat was constructed to simulate the transfes. [The
tube was discretized into 33 fluid nodes (two bargcodes and 31 internal nodes), 31 solid nodet 32 branch
nodes. The upstream boundary node representsytbgetric tank, while the downstream boundary nogeesents
the ambient where the fluid is discharged. The firench represents the valve; the next 30 branepssent the
transfer line. Each internal node was connectealgolid node (nodes 34 through 64) by a solidui ftonductor.
At the internal fluid nodes and branches, mass, emtom, and energy equations are solved in conpmetith the
thermodynamic equation of state to compute the spres, flow rates, temperatures, densities, aneroth
thermodynamic and thermophysical propertigse heat transfer in the wall is modeled usingltineped parameter
method, assuming the wall radial temperature gradéesmall. At the internal solid nodes, the egegguation is
solved in conjunction with all other conservatiauations. The heat transfer coefficient of the gpequation for
the solid node was computed from the Miropolskirelation [16]. The experimental work reported i §&d not
provide details concerning the flow characterisfios the valve used, nor did they give a historytioé valve
opening times that they used. An arbitrary 0.08asdient opening of the valve was used while assgrailinear
change in flow area.

In the experiments, two liquid conditions were ddased—the fluid within the supply tank was either
pressurized and allowed to come to approximatenthkerequilibrium at that pressure (‘saturated’) aicgly
pressurized from saturation at atmosphere preg®ukcooled’). Pressure and temperature were recoed four
downstream stations along the line. These statieslocated at 20, 80, 141, and 198 ft, respegtiviel our
numerical predictions, the chilldown of both hydeagand nitrogen under saturated and subcooled tcomsliwas

investigated. In the network model, stations 1 dlgto4 are nodes in the model whose locations quoresto four

13



measurement stations in the experiments [9]. A dimulations reported were performed with the rhaohel
consisted of a total of 31 solid nodes and 31 fhodes (internal) and the time stepAdf= 0.0015 s. Convergence

was established when normalized residuals reducadralue 1¢.

Chilldown of Hydrogen

For the subcooled Licases, propellant temperature in the tank was.542B and pressure was varied to get
different levels of subcooling. Whereas for theusated cases, the propellant temperature in thie waas the
saturation temperature at the indicated drivingguee listed in Table 1. Figure 3 compares the tealperature of
the 33-node transfer line, grid-resolution predics of the network model with the experimental $fanline wall
temperatures reported in [9] for four differenteinldriving pressures. Stations 1 through 4 are siddethe
computational model whose locations correspon@to fneasurement stations in the original experiaiesgtup. It
can be seen by comparing the four cases in Filgat3the 33-node network models’ predictions agreb with the
experimental results. Small discrepancy exists betwprediction and experiments. This is partly lueoarseness
of the network node—both solid and fluid—and partlye to the heat transfer coefficient that affeitts
longitudinal conduction that can be seen by nothrag the discrepancy increases at each succegaiiensin the
downstream.

The predicted LH chilldown time for various inlet driving pressursspresented in Fig. 4(a). In this figure,
comparison is made between prediction and expetahebservation for the saturated and subcooledscdsables
1 and 2 give the numerical values for the drivimgsgures, inlet temperatures, and the corresporatiiigown
times. Here, the chilldown time is defined as fheetcorresponding to the low-temperature knee fgivan transfer
line wall temperature curve. The network flow mopeddiction again compares well with experimengégluits even
with a 33-node grid. A grid refinement study shoimnFigure 12 indicates that further grid refinememay not
improve the accuracy significantly. As can be sieeRig. 4(a), the numerical model tends to sliglatverpredict
the cooldown times; see also Tables 1 and 2. Iyil@asons for computational results not matchixgeemental
results are (i) inaccuracy of Miropolski heat tri@nscorrelation (i) representation of friction fac in two phase
flow assuming homogeneous mixture and (iii) uraiaty in the experimental data being compared with.

The effect of subcooling at the inlet liquid onldewn time was marginal in the case of 4 irhich agrees with
similar observations made in the experimental wothilldown time decreases with the increase indheing

pressure and thereby reduces the liquid consumpti®itan be seen in Fig. 4(@his is to be expected since the
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higher driving pressure produces higher mass tha, tin turn, yields higher heat transfer coeffitte Subcooling
the propellant in the tank reduces the chilldowmetiin general for all the cases studied.

Figure 5 shows a typical temperature history fa& shibcooled and saturated L&t station 4. In the subcooled
case, liquid cryogen chills down faster due to ghbi heat transfer coefficient in the subcooledc&igure 6(b)
shows the typical vapor quality for the subcooled saturated cases for Llidt a station near the exit. It further
confirms the chilldown behavior of these two cageshows that as the liquid front reaches theiatathe vapor
quality begins to drop and reaches a zero or ne@r-zalue as the liquid front passes the statiofurther shows
that the quality reaches a perfect zero in thesuled case.

Figure 7 shows the pressure history near the esdrémode 2) for the saturated and subcooled 1dd the
driving pressure of 111.71 psia. The pressurealhjtisurges, exceeding the driving pressures, amdeguently
oscillates for a few more seconds before stabdizisee the inset in Fig. 7. These initial oscilai near the
entrance (node 2 in the network model) of the pigee typical in all cases and occurred only on sauear the
entrance. Oscillations typically last a few secoadd the oscillation is around the driving presdexel. As the
flow moves away from the entrance, these osciltatibegin to diminish. However, these peak (locakima)
pressures in the first few seconds, as well agtigethat occurred immediately after condensatiooywed near the
center of the pipeline, around station 2. Thesgalnpressure surges were generally proportionahto driving
pressure and reduced to levels below the driviegsure after a few seconds of the valve openiregsBre surges
subsequently increase to another peak, albeit emaitoportional to the driving pressure, as thygid front
approaches the station; see Figs. 5 and 8.

The pressure subsequently drops to steady-stagéslence the transfer line is condensed. Howeterjritial
pressure peaks and oscillations are suppressée isaturated case more so than in the subcooled ©as reason
for not having oscillations in the saturated casthé presence of vapor that damps the oscillalibis can be seen
in Fig. 6(a) which shows quality history comparidmtween subcooled and saturated idar the entrance of the
pipe (node 2) for the driving pressure 111.71 pbigure 6(b) compares quality, flow rate, and heahsfer
coefficient for subcooled and saturated,L¢dses for the same driving pressure at statigksZan be seen in the
figure, the flow rate reaches higher steady-stataes for the subcooled case than in the satucateel It can also
be seen that quality does not reach zero in theaat case at the end of the simulation. Thisiesreason why the

flow rate reaches higher steady-state values fstitbcooled case.
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Mass flow rate increases as the liquid begins tpagate through the line and reaches steady stdbe diquid
fills the pipeline. The increase in flow rate ahe steady-state values reached in the subcooled eas, in general,
higher than in the saturated cases. Fos, lthk mass flow rate increases by a facteeldf in the saturated cases and
by a factor of=15 to=20 in the subcooled cases. This is again due texfstence of vapor in the saturated cases.
The heat transfer coefficient is higher when thegen is vapor than when it is liquid. The heansfar coefficient
increases with time until cryogen condenses; théegins to decrease. This process is associatbdavieak heat
transfer coefficient value and this value increasgits horizontal distance. However, the values of the heat transfer
coefficient in the fully vapor and fully liquid pbas decrease with horizontal distance. It may bésooted from
Fig. 7 that pressure at node 2 remains highertersaturated case than for the subcooled case.isTbiscause
quality never reaches zero (Fig. 6) for the satatatase; as a result, the pressure does not gw Iselmration

pressure.

Chilldown of Nitrogen

For the subcooled L\Ncases, propellant temperature in the tank was.83ZF and pressure was varied to get
different levels of subcooling. Whereas, for théusgted cases, the propellant temperature in thk teas the
saturation temperature at the indicated drivingsguiee listed in Table 3. Figure 4(b) shows chilldoime as a
function of driving pressure; see also Tables 3 dnidr the numerical values for the chilldown tiraed the
corresponding driving pressure. As can be seencosling had a significant effect on the chilldowimé of
nitrogen as opposed to hydrogen, for which it hashaginal effect. Similar observations were repbriie the
experimental investigation reported in [9]. Howevene initial pressure peak, especially near theaene of the
transfer line, is higher in the subcooled case thdhe saturated case.

Flow rates also reach higher steady-state valudéiseirsubcooled case than in the saturated caser\dajality
reaches a perfect zero in the subcooled case; add@rethe saturated case, it does not. Also,dwhith time of LN
has a greater dependence on driving pressure lladoft LH,. This can be gleaned from the steepness of the LN
curve and LH curve in Fig. 9.

In general, LN takes longer to chill down than LHsee Fig. 4(b) and Tables 1-4. This was true liofalhe
different driving pressures that may be attributedthe heat transfer coefficient being generallghler with
hydrogen; see Fig. 10. Initial pressure surgesyieer with nitrogen than with hydrogen in both ubcooled and

saturated cases. A study of Fig. 4(b) shows thatptedicted and experimental chilldown curves shmmiter
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agreement at higher driving pressure levels. Thaarnical model overpredicts chilldown time more witittrogen
than with hydrogen, which may be attributed totikat transfer correlation.

The models’ predictions are in better agreementt Wit experiment in the subcooled cases than tiueased
cases, in general, for both Lidnd LN,; see Tables 1 and 2 and Fig. 4.. Mass flow ratee@ses as the LNbegins
to propagate through the line and reaches steadly at the liquid fills the pipeline. The increasdlow rate and
the steady-state values reached in the subcooses eaie, in general, higher than in the saturateesc For LB the
mass flow rate increases by a factor6fin the saturated cases and by a facterl@fin the subcooled cases. This
is again due to the existence of vapor in the atgdrcases. Although the factor of increase in rflassrates in
LN, is lower than that in LK mass flow rate is generally higher in NHowever, the heat transfer coefficient of
LH, is higher than that of L)l see Fig. 10. This explains why the chilldowmdiof LH, is smaller than that of
LN,; see Fig. 4 and Tables 1-4. Figure 8 shows thepadson of pressure and temperature at stationr3 fo
subcooled LH and LN for the driving pressure of 86.7 psia. As can &ens LH chills down the line faster than
LN,, although the subcooled Liemperature (—424.57 °F) was lower than the subddd\, temperature (—322.87

°F). This is because the heat transfer coeffide@ntH, is higher than that for L)\l see Fig. 10. Increased heat

transfer with LH2 compared to LN2 is additionallyrdutable to the facts that 1)pyP| for LN2 is much greater

than that of LH2 and 2) Latent heat of vaporizatismgreater for LH2 than it is for LN2. As a resulapor
formation may generate more back-pressure in afldN® compared to LH2 flow thus reducing the velgaif the
LN2 flow.

Figure 11 compares the transfer line wall tempeeatd the 33-node transfer line grid resolutiondictons of
the network model for saturated pKimulation with the four solvers for the drivingegsure of 74.96 psi#. also
compares the predictions with the experimentalsfieriine wall temperatures reported in [9]. It c@nseen that, by
comparing the four cases in Fig. 11, the networldeis predictions agree well with that reported[®). Our
computational experiments with four different naefar solvers for conjugate heat transfer predistitiscussed in
this paper indicates that among the four solvesrilged in Sec. Ill, the Broyden-SS solver takeslé#ast amount
of computational time without loosing accuracy. AlDPrecision T7400 computer with Intel Xeon, CPU&GHz
with 16 GB RAM was used. Table 5 presents the GRid taken by the four nonlinear solvers when usesbtve

the saturated LK conjugate heat transfer problem for the drivingssure of 74.96 psia. Convergence was
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established when residuals were reduced to a \&flu™ with the time-step size 0.0017 s. However, allrfou

solvers predict the solutions with the same acguiraall the chilldown test cases reported in fhaper.

V. Conclusion

A fluid-solid coupled modeling implementation foorgugate heat transfer in flow network was presknte
this framework, conservation equations for bothidsahd fluids are solved simultaneously using astesdy finite
volume approach. The ability to accurately prefligd and thermal transients has been demonstiatesblving the
strongly coupled fluid-solid-heat transfer problefchilldown of a cryogenic transfer line. Test eagnodeling
transient flow of LH and LN, under saturated and subcooled conditions are qiexkeThe effects of varying the
inlet driving pressure on the chilldown time andwil rates have been evaluated. Increasing the dripressure
decreased the chilldown time and increased the fite:

Subcooling the inlet cryogen further reduced thilddwn time. This was more significant with LNhan with
LH,. Pressure and flow surges were generally hight#r mitrogen. Moreover, nitrogen takes longer tdladown
compared to hydrogen. This can be attributed tchtkeet transfer coefficient being generally highéhviaydrogen.
Chilldown of LN, had greater dependence on driving pressure thanThé efficacy of the proposed approach is
assessed by comparing the model predictions wiperaxentally measured wall temperature in severalrgtream
positions in the transfer line. The numerical pcédhs match well with measured results. The pregosodel
captures the essential features of conjugate haasfer and provides an efficient and robust waypf@dicting
chilldown of the transfer line at a low computatboost. It is felt that improved heat transferfiogent correlation

will further increase the accuracy of the modebdpstons.
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Table 1 Saturated LH, chilldown time for various driving pressures

Experimental Predicted
Drriving Saturation Chilldewn  Chilldown

Frassure Temperature Time Time
(psla) {"Fp (s} (5}
7407 —411.00 A T
a5 73 —400.04 2 (7
11.72 —4015.4 42 &0
B1.7Z —402." 13 an a3

Table 2 Subcooled LH chilldown time for various driving pressures. LH; is subcooled at —
424.57 °F

Experimental Predicted

Driving Chilldown Chilld own
Pressure Time Time
{psial (5 (s}
AG.7E 145 1502
E1.74 7h 1N
a7 G2 i
1172 41 4%
13G.72 a2 3%
161.7 25 e
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Table 3 Saturated LN chilldown time for various driving pressures

Experimental Predicted
Driving Saturation Chilldown  Chilldown

Fressure Temperature Time Time
{psia} *F) i5) (5}
G*.74 —-204.09 14& *an
74.07 —289. 7" 156 “ED
BE.73 —286.24 136 442

Table 4 Subcooled LN chilldown time for various driving pressures. LN, is subcooled at —
322.87 °F

Experimantal Pradicted

Driving Chilldewn Chilldewn

Frosauie Tirn Tine
{psia) (s (&)
26,76 223 250
49,87 17 175
E1.74 128 140
7487 1:2E 100
a5, 73 BE L

Table 5 CPU time comparison with various solvers sl to solve the conjugate heat
transfer models with tolerance = 10" and At=0.0017 s. Saturated LK simulation for the
driving pressure of 74.96 psia

CPU Time
Solver (s}
Mewton-53 1257
Broyden-55 G.423
Mewton 10606
Eroyden 10.E24
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Fig. 3 Comparison of temperature histories for subooled LH, for various driving
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subcooled and saturated LH for the driving pressure 111.71 psia.
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Fig. 6(a) Quality history comparison between sulmoled and saturated LH near the
entrance of the pipe (node 2) for the driving presge 111.71 psia, and (b) comparing
quality, heat transfer coefficient, and flow rate br subcooled and saturated cases for the
same driving pressure at station 2.
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Fig. 11 Tube wall temperature history comparison ofsaturated LH, simulation with the
four solvers for the driving pressure of 74.96 psia(a) Station 1, (b) station 2, (c) station 3,

and (d) station 4.
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Fig. 12 Tube wall temperature history comparison ofsaturated LH, simulation with the

five different grid models for the driving pressure of 74.96 psia at station 4.

33



